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The room-temperature thermodynamic and structural properties of acetonitrile clusters containing alkali ions
(Na*, Cs") or halide ions (t) are investigated via Monte Carlo simulations. An intermolecular potential
function including Coulombic, polarization, and repulsiatispersion terms was parameterized on the basis

of high-level CCSD(T)/6-311+G(2df,pd)//MP2/6-311G(d) ab initio calculations, supplemented by experi-
mental data for molecular and ionic polarizabilities. Cluster thermodynamic properties such as binding enthalpies
evaluated from the Monte Carlo simulations are in good agreement with available experimental data, which
inspires confidence in the simulation results. These properties are shown to converge very slowly to their
bulk limit, in agreement with earlier predictions of the liquid drop model, and their evolution with cluster
size is closely related to the solvation structure of the ionic clusters. Al(Gld;CN),, Cs"(CH3;CN),, and
I~(CH3CN), clusters exhibit an interior solvation structure. However, if the (ad;CN), and CS$(CH;CN),
room-temperature radial probability distributions exhibit very distinct, sharp peaks, those for i g@geCTN),

clusters are broader, because of much weaker iedidivent interactions. The solvent coordination numbers

for the first solvation shell are ca. 6, 7, and 9 for™@HsCN),, Cs"(CH;CN), and I(CH;CN), clusters,
respectively. The completion of the ion first solvation shell is accompanied by a significant decrease of the
stepwise binding enthalpies, a finding that is more pronounced for cationic clusters. Finally, comparison with
previous results for ionwater clusters demonstrated the importance of the relative strengths-efatuent

and solvent-solvent interactions in the determination of interior vs surface ionic cluster structures. For example,
I~(CH3CN), clusters clearly exhibit an interior solvation structure, in net contrast with the surface structures

observed for 1(H,0), clusters.

I. Introduction time-resolved by ionization of the trapped excited Nal to a probe
) ] ) ~ state and collection of the dissociation products with a mass
Because a large fraction of chemical reactions occur in gpectromete?’:3® Our early theoretical work on Nal¢@)
solution, considerable attention has been paid to the influencec|ysterd® showed how the presence of solvent affects the
of solvent on the physical and chemical properties of spécfes.  nonadiabatic dynamics of the photodissociation process and
By that token, experimental and theoretical studies of clusters  prompted experimental studies of Nal ion pairs in polar solvent
an intermediate state of the matter between the condensed and|ysters of water, acetonitrile, and ammo®ia® In these
gas phasesare very valuable for gaining insight into such experiments, a very clear solvent-selective behavior was ob-
fundamental processes as the role of microsolvation in chemicalserved in the distribution of the detected*Nsolvent), product
reactions’ 1% Over the past decade, an increasing number of jons27 For instance, clusters of size up o~ 50 have been
cluster types have been investigatédue to the development  observed experimentally with water, but no clusters larger than
of experimental techniques for generating such species andsize 10 and 7 have been observed with ammonia and acetonitrile,
observing their properti¢d.For example, studies of simple ionic  respectively.
clusters have provided detailed information about the cluster |y previous theoretical work, we also investigated the structure
structures, thermodynamics, and spectroscopic propé#tis.  and thermodynamics of Nal ion pairs in aqueous clusfes.
Of particular interest is the investigation of the properties of \we found that Nal ion pairs are actually stable with respect to
clusters of ianeaSing size in order to determine at which pOint Comp|ete ground_state dissociation’ even in very |arge water

cluster properties would converge to bulk phase vai@ésA clusters, but that solvent-separated ion pairs become rapidly
number of experimental and theoretical studies have beenpredominant over contact ion pairs with increasing cluster size.
reported about the solvation of ion pairs in clustrs? Salt Model electronic structure calculations showed that solvent-

ion pairs such as Nal in polar solvent clusters are of particular separated ion pairs have a much reduced oscillator strength and
interest to us. The Nal system has been a prototype system formay not possess optically accessible excited states akin to that
the study of photodissociation dynamics involving curve cross- of gas-phase N&f Our findings are consistent with the fact
ing of covalent and ionic stat&%:3" Briefly, Nal photoexcitation that products of Nal(kD), cluster photodissociation of size
results in transient trapping in an excited-state well that arises > 50 were not observed experimentally, as the larger solvent-
from the avoided crossing between ionic and covalent states,separated ion-pair parent clusters may just not be photochemi-
together with a decay of the excited-state population into atomic cally active. Interestingly enough, we also found that the
products via nonadiabatic transitiof#s®®In typical femtosecond structure of ion pairs in water clusters could be relatively simply
pump—probe experiments, the excited-state population can berelated to that of the individual ions in water clustér<Of
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particular importance in this case is the now well-known that acetonitrile molecules may undergo evaporation at room
“hydrophobic” character of the iodide ion in aqueous clus- temperaturé?® which results in a reduction of the size of the
ters184Lwhich may explain why Nal ion pairs are “dragged” cluster being simulatetf. Since our goal is to obtain a well-
to the surface of small water clustéps. defined equilibrium ensemble of clusters of a given size, each
We are now turning our attention to acetonitrile and ammonia Markov chain containing clusters that have undergone solvent
clusters in order to understand the experimental differencesevaporation is excluded from the final conformational sampling
observed for the various solverdfsThe first step involves the  (in practice, acetonitrile is considered as evaporated from the
development and validation of model potentials for Monte Carlo cluster when it is further than 20 A from the ion). This is
simulations of the structure and thermodynamics of Nal ion pairs formally equivalent to adding a step-function to the configu-
in clusters. While we defer our work on ammonia clusters to a rational integral, so as not to take into account clusters that are
separate publicatiof?,in this work, we derive model potentials  not of the appropriate siZ&:5Each run entails about $8teps
for simulations of acetonitrile clusters and validate the potentials of equilibration, followed by an equivalent number of steps for
by comparing the results of ionic cluster simulations with data collection. The range of displacement for translational and
available experimental thermochemical data. Model potentials rotational motion was chosen so as to obtain acceptance ratios
for acetonitrile simulations have been proposed in previous between 40 and 60%. This typically corresponds to a displace-
work,1443-46 hut none of them seemed to be completely adequate ment range of 0.25 A for translation and°26.25, and 25for
for our cluster simulations. We naturally focus onN@Hs- @, cos@, andy, respectively.
CN), and I"(CHsCN), clusters, but also investigate GEHs- Cluster enthalpies are computed from the average energies
CN), clusters for comparison. The €son is a monovalent  [W[of the canonical ensembles of configurations as
cation like Na but of a size similar to that of"| and this may
help untangle the role of ion size and charge in determining AH, = AU + A(PV) = IV[H nRT 1)
the structure of ionic clusters. The photodissociation of Csl in
solvent clusters is also being investigated experimentakyd
theoretical studies akin to our previous w&#on Nal in water
clusters might be needed for that system. Finally, a key point
of this work is to compare the structural properties of-ion
acetonitrile clusters to those of aqueous clustefg Despite
both being highly polar solvents, acetonitrile and water differ
significantly due to very different molecular sizes and dipole Structural properties of the clusters are analyzed in terms of a
moments and the propensity of water to form relatively strong distance-dependent coordination numbkgo(r), and its de-
hydrogen bonds. Because the latter plays a major role in rivative, which is the normalized radial probability distribution

wheren is the number of solvent molecules in the clugtand
stepwise binding enthalpies are simply obtained as

AHn,n—l = AHn—l - AHn (2)

determining the surface structure o{H,0), clusters, we will function
pay particular attention to the structure o{CH3sCN), clusters.

The outline of this article is as follows. The simulation B(r) = ANcoord) A7r?g(r) 3
procedure is briefly presented in section Il. The thermodynamic (r) = dr T 2 ®3)
and structural properties of the ieacetonitrile clusters resulting ﬁ) 4zreg(r) dr

from the simulations are presented and discussed in section Il

where they are compared and contrasted to previous findingsit should be noted theR(r) differs from the radial distribution

for ion—water clusters. Concluding remarks follow in section functionsg(r) used in liquid structure theotyby a factor 4ir2,

Iv. and it actually represents spatial relative probabilities. The
probabilities are normalized so that integral distributions equal

Il. Computational Procedure the number of solvent molecules present in the cluster.

A. Monte Carlo Simulations. Metropolis Monte Carlo . B. ModeI.P_otelntiaIs.EarIy model potentials for acetonitrile
simulation4® are used to investigate the thermodynamic and did not gxphutly mglyde hydrogen atoﬂfs““or they employed
structural properties of NECHsCN), Cs"(CH:CN),, and a very simple empirical pot_entlal f_unct_ldﬁWe tested a more
I-(CH,CN), clusters at 300 K. We follow the procedure T€Cently proposed potentitd, which includes Coulombic,
developed in previous wor€ where independent simulations distributed polarizability, and repuIS|erd|sperS|on terms, but
are carried out for clusters of various sizes. A given nunmber Fhe model seems to underestimate solvent polarlzau_on effects
of CHsCN molecules is placed around a fixed ion, and canonical I the presence of iorf8.Another model was parameterized for

ensembles are generated as Markov chains of cluster configurapure acetonitrillé": ".de sodiunfracetonitrilég liquid sim.ulations,

tions50 We employ the random-walk methéfdto generate a based on ab initio calculations that do not take into account

new trial solvent configuration by randomly translating one E_erg_— point energl):/ cor:rectlrc])ns f(:jr. the acet_or_1||t1=|m:|etqn|tr!le

acetonitrile molecule in each Cartesian direction and rotating it ; inding energy. Further, the sodiurmacetonitrile polarization

about its standard Euler anglésy, andg.5! Since each random interactions were added to the potential function in an ad hoc

) ) ' : o ion5®

walk involves the six degrees of freedom of only one acetonitrile faSh'OF‘- Henpe, we haye opted 1o develop a new.model

molecule, the length of the Markov chain is naturally increased p°te'f‘“a' functlon_descnpmg both ?’O'Ve“?o"’e”t Interactions

with cluster size. Only sampled configurations for which all and ion—solvent interactions for simulating alkali and halide

acetonitrile molecules have changed position are stored for'©"s N acgtonltn.le clusters. o .

structural analysis. Finally, the clusters are periodically heated N our simulations we employ rigid acetonitrile molecules,

and cooled with a smooth temperature schedule in order toand the interaction energy between various monomers (including

attempt sampling all possible local minirffa. the ion) consists of Coulombic, many-body polarization, and
In contrast to liquid simulation®: no potential truncation is ~ rePulsion-dispersion contributions,

necessary and no periodic boundary conditions are imposed in

cluster simulations. However, complications arise from the fact V=Veout Vpol + Vre;rdisp (4)
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simply represents the interactions between the fractional charges

g on each atomic site (at positior) of the monomers. The ion
and each acetonitrile molecule carry an isotropic polarizable
site (that is located on the middle carbon for 4M) with a
polarizability a; and an induced dipole moment;. The
polarization contribution is expressed@s

1
Vpol == EIZEiO'ui (6)

where the electric field& due to the permanent charges of the
other monomers is given by

Zqi iy
E°=— @
Ir; — rj|3

and the induced dipole moments are calculated from

B =0 B = oy[E7 + zTij il

1=

(8)

in a self-consistent iterative procedutg.in eq 8 is the dipole
tensor®® The polarizable sites included in the induced dipole
problem of egs &8 account for mutual polarization of the
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Figure 1. Minimum energy structures of (G&N),, MT(CH3CN)1—4
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solvent molecules and the solute ion. In cluster simulations, the[M = Cs,Na], and 1(CH;CN),_, clusters predicted by the MP2/6-

low dimensionality of the problem allows one to solve the set
of linear equations in eq 8 in matrix forf4In the present work,
the induced dipoles are solved by LU decomposition and back-
substitutior?® Finally, short-range repulsion and dispersion
interactions are modeled via Lennard-Jones potentials with well
depthe;; and size parameter; between all atoms.
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Vrep—disp = z‘kij (9)
[B]

First-principles quantum chemistry calculations provide the basis
for the parameterization of our model potentials. Accordingly,
we now turn our attention to ab initio calculations for small
clusters.

C. Ab Initio Calculations. Ground-state properties of
(CHCN);—2,  Na"(CH3CN);—4, Cs"(CH:CN);-3, and
I7(CH3CN);—» clusters were calculated with the quantum
chemistry packages GAME®%5and Gaussian 98. Cluster
structures were first optimized with acetonitrile molecules
constrained to the isolated molecule geometry. The intramo-

311+G(d) model chemistry.

with additional polarization functions were employed for the
I~ and C¢g ions, and an all-electron 6-3315(d) basis set
recently reported for iodine was also used for comparf$on.
As will become evident in the following, we found that, overall,
the MP2/6-31#G(d) model chemistry is quite reliable, with
the advantage of being computationally feasible for larger
clusters. Energetics of the smaller clusters were also evaluated
at the coupled cluster with single, double, and linearized triple

._excitation [CCSD(T)] level of theory with a 6-3#iG(2df,pd)

basis sef? using the MP2/6-31£G(d) cluster geometries.

The cluster minimum energy structures obtained from ab
initio calculations are shown in Figure 1, and the results of the
calculations are collected in Table 1 for a number of small
clusters. The MP2/6-31G(d) model chemistry reproduces the
experimental CHCN geometry, which is essentially the same
in the liquid phas® and in the gas phagéand the computed
dipole moment compares very well to its experimental coun-
terpart of 3.92 D2 This inspires confidence in this level of ab

lecular coordinates were subsequently allowed to relax beforeinitio quantum chemistry. We are reporting geometric param-

a frequency calculation was performed in order to characterize

the stationary points and obtain harmonic zero-point energies.

eters in Table 1 for the clusters after monomer geometry
relaxation to illustrate the effect of constraining monomer

This procedure allows us to estimate the energy gain associatedyeometries to their experimental values. The latter is obviously

with monomer geometry relaxation in clusters, and to estimate
the extent of the error introduced in our model potential by
employing rigid solvent molecules. A number of model
chemistries were tested, including Hartrdeock (HF)% second-
order Mgller-Plesset (MP2§ and Becke 3 LeeYang—Parr
(B3LYP) theories$>%6 together with standard 6-31G(d) and
6-311-G(d) basis set& Stuttgart-Dresden-Bonn quasi-relativ-
istic effective core potentials (ECP) and valence basisets

not significant. In general, the -€H bonds are shortened by
only 0.01 A, relative to the isolated acetonitrile molecule, and
the C-N bond lengthens in7(CH3CN), clusters by only 0.01

A. Properties such as binding energies or charge distributions
are actually not affected by monomer geometry constraints. The
molecular dipole moments of individual monomers can be
evaluated from the ESP charge distribufioaf the supermol-
ecule, and they are also listed in Table 1.
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TABLE 1: Properties of Small Pure Solvent and lonic Clusters

Den,n—l b DOn,n—l b
geometric parameters (noBSSE) (noBSSE) D™ 1b AHpn1© UcHen®
(CH3CN),

Rc-em® Rem—n Ren Recf Rn-HY
(CHsCN) 1.46 1.10 1.17 3.9
(CH3CN)z Con 1.46 1.09 1.17 3.35 2.55 6.4 (6.0) 5.7 (5.3) 4.3 (4.7) 4.2,4.2
(CHCN), Cs, 146 109 117 3032 289  22(25) 43,40

Na"(CHsCN),

Rc-cv Rem-# Re-n Rnan
Na"(CHsCN) 1.46 1.09 1.17 2.31 30.7(31.1) 30.0(30.4) 29.3(29.5) 5.4
Na"(CHsCN), 1.46 1.09 1.17 2.34 26.7 26.1 25.1 40.3 49
Na"(CHsCN); 1.46 1.09 1.17 2.38 20.3 19.8 19.1 2a:®.5 4.8
Na"(CHsCN), 1.46 1.09 1.17 2.41 16.2 15.5 14.2 149.2 4.7

Cs"(CHsCN), [ECP]

Rc-cm Remv-i Re-n Resn
Cs"(CH:CN) 146 109 117 317 17.4(19.2) 17.0(18.8) 16.5(18.1) 29@l 4.7
Cs"(CH3CN), 1.46 1.09 1.17 3.22 15.5 15.2 13.0 16&0.1 4.7
Cs"(CHsCN)3 1.46 1.09 1.17 3.22 13.5 13.4 12.7 143.1 4.6

I-(CHsCN),

Rc-cv Rem-n Re-n Rewm-
I7(CH3CN) 1.46 1.09 1.18 3.70 11.5(10.9) 11.4(10.9) 9.9(10.5) #H®Z 5.0
17(CHsCN); Cs, 1.46 1.09 1.18 3.65,9.43 6.2 6.2 5.4 5.0,5.0
I7(CH3CN), C, 1.46 1.09 1.18 3.95 11.1 10.1 7.2 16:49.2 5.0
17(CH3CN), Cy, 1.46 1.09 1.18 3.95 10.0 9.8 9.0 4.7

I~(CHsCN), [ECP]

Rc-cv Rem-n Re-n Rewm-
I-(CHsCN) 1.46 1.09 118 3.76 12.4 (11.1) 12.0(10.6) 8.4(101) #H®2 5.7
I7(CH3CN), Cs, 1.46 1.09 1.18 3.71,9.50 6.5 6.1 5.2 4.6,4.4
I7(CH3CN), C, 1.46 1.09 1.18 3.94 9.9 8.9 6.2 10:40.2 5.2
I7(CH3CN), Cy, 1.46 1.09 1.18 3.82 9.3 9.0 8.5 4.9

aAll properties are calculated with the MP2/6-31G(d) model chemistry, except for the numbers in parentheses, which are CCSD(T)/6-
311+G(2df,pd)//IMP2/6-311+G(d) values. SDD effective core potentials (ECP) are used as indicated; all other results are obtained from all-
electron calculations. Internuclear distances are in angstroms (A) and binding energies in ké&@tewbise binding energies for clusters of size
n. D¢ is the classical binding energy whil®, is the zero-point energy-corrected binding energy. Values are corrected for BSSE unless indicated
otherwise ¢ Experimental stepwise binding enthalpy in kcal/nfdDipole moment of acetonitrile molecule(s) in Debye (D), calculated from ESP
charge distributions: Cy is the methyl carbor.Distance between the central carbons of the acetonitrile mole@ubéstance between the nitrogen
atom of a molecule and the hydrogen in the symmetry plane of the other mole@aleen from ref 95! Taken from ref 80! Taken from ref 96.

Binding energiesy) are calculated via the supermolecule binding energy of the linear local minimum (1.8 kcal/mol) was
approach, including zero-point energy corrections and a cor- reported to be about half of that for the antiparallel dimer
rection for basis set superposition error (BSSE) estimated with configuration (3.7 kcal/molj? Our MP2/6-31%G(d) calcula-

the counterpoise methddThe zero-point energy correction is
based on the MP2/6-3%15(d) harmonic frequencies. Monomer

tions are consistent with these findings. The linear local
minimum hasCgz, symmetry, with the hydrogen atoms in an

relaxation in the counterpoise calculations is not an issue here,eclipsed configuration; the molecules are separated by a distance
because we constrain the acetonitrile molecules to the isolatedry—c = 3.26 A, and the presence of the nitrogen atom in the
molecule geometries in all calculations but for frequencies. Also, vicinity of the other acetonitrile molecule slightly increases that
because the counterpoise method tends to overestimate thenolecule’s C-Cy—H bending angle (by 0% in the relaxed
BSSE7>"6we report binding energies with and without BSSE  structure. The antiparallel configuration Hag symmetry, with
corrections. It is obvious from Table 1 that the zero-point energy the molecular axes in thg, symmetry plane and the hydrogen
and BSSE corrections to the binding energy amount to at mostatoms in this plane pointing toward the nitrogen atom of the
other molecule, and the central carbons are separated by 3.35
clusters. Experimental binding enthalpies are listed in Table 1 A, which incidentally corresponds to the interchain spacing
for comparison and perspective; they may be good estimatesreported in the liquid phas®.Because of a slight bending of

of the binding energies, if enthalpies are not strongly temper- the Gy—C—N axis (179.8) in the relaxed structure, the
ature-dependent (assuming a rare gas relationship, stepwisenonomers lose thei€s, symmetry, but the energy gained by
room-temperature binding enthalpies might only differ from allowing this slight deformation is only 0.2 kcal/mol. The

2 kcal/mol for all clusters considered, except fof@CH;CN);,

binding energies by RF 0.6 kcal/mol).

Previous calculatiorf$ 78 of the potential energy surface for

binding energies obtained in this work for both dimer structures

are in good qualitative agreement with those previously

(CHsCN), have demonstrated the existence of two stable isomersreported.” but our calculations predict slightly larger binding
for pure acetonitrile dimers (shown in Figure 1), one with energies, i.e., 2.2 kcal/mol for tt@y, linear dimer and 4.3 kcal/
antiparallel dipoles, and the other with linear head-to-tail dipoles, mol for the Cy, antiparallel configuration with MP2/6-3#1G-
(d). Higher-level CCSD(T)/6-31G(2df,pd)//MP2/6-313G(d)

a finding that is supported by experimental evideffc&he
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calculations also support larger binding energies for the aceto-17(CH3CN) is less than that of C$CH;CN), because of the
nitrile dimers. Finally, we note that the mutual polarization of weaker interaction of acetonitrile with negative ions. The latter
the acetonitrile molecules in the dimer is not negligible and is due to the diffuse distribution of the positive pole of the dipole
increases the dipole moments of the acetonitrile molecules by over the H atoms of the molecule, while interactions with cations
~10%. via the charge-concentrated negative nitrogen are much stronger.
Previous ab initio calculations at the HF level with a double- As for I7(CHsCN),, three isomers that lie close in energy
¢-quality valence basis sétpredicted stable high-symmetry  were identifiecd®* According to the MP2/6-31:£G(d) calcula-
structures for Na(CHs;CN), clusters, with the ion aligned in  tions reported here, the most stable structure h@s, ajuasi-
the acetonitrilq mo!ecular axis (on the nitrogen side). The |inear configurationdcu-1-cv = 168), with the methyl groups
structures obtained in the present work for smalf (GHCN), in eclipsed configuration. The second isomer corresponds to a
clusters are in good agreement with this finding, and the cluster Cs, structure, higher in energy by 3 to 4 kcal/mol, with the
structures (shown in Figure 1) are found to be linear, trigonal 5cetonitrile molecules aligned on one side of the ion and the
planar, and tetrahedral for = 2, 3, and 4, respectively. The 546 jon along the acetonitrile molecular axis. The last isomer

sod|tumt I'(I)n I'St found to.trl]'e betwee? 2':.)’ and 2.'4 AILon; tr}[e hasC, symmetry, with the acetonitrile molecules oriented in a
acetonitriie nitrogen, with a separation Increasing with cius erdperpendicular fashion, and results from a combination of

size. This distance is slightly larger than the separation observe hydrogen bonding of acetonitrile to the ion and Jatipole

in previous work:®>8which arises from inclusion of electronic . e . -
correlation in our calculations. For cluster sizes 2 to 4, the MP2/ interactions! The latter Isomer has a calc_ulated blndl_ng energy
6-311+G(d) binding energies are within ca. 1 kcal/mol of the comparable tq that of the,, |somer,_espeC|aIIy before inclusion
available experimental binding enthalpies. This is quite an of the a_pprommate BSS_E_ correction. We note that the re_sults
are obviously very sensitive to the choice of model chemistry

improvement over previous resuls,which deviated from .
experimental values by 5 kcal/mol, again because of the lack @"d the treatment of BSSE, and a more comprehensive study

of electronic correlation. Finally, we note that increasing the Of the actual nature of the (CH;CN), structure is deferred to
size of the basis set and using a higher level of theory only another publicatioff> We also note that previous studisf
improve the binding energy of N4CHsCN) by 0.2 kcal/mol. Br(CHsCN), clusters employing density functional theory
To our knowledge, no prior calculations have been reported §how§d comparable resuIFs but with some adFi|t|onaI str_uctures
for cesium-acetonitrile complexes. The minimum energy nvolving hydrogen bonding. A full discussion of halide
structures of C§CHsCN), clusters are similar to those obtained acetqmtnle clusters ano! the senS|t|y|ty of the results to the model
for sodium clusters. It should be noted that the"(@#HsCN), chemistry employed will also be given somewhere éfse.
minimum energy structure is found to be linear, and not slightly ~ Finally, the magnitude of the ESP charge of the ions in the
bent like that of C$(H,0)..82 The ion—nitrogen distance ionic clusters (not listed) is cat 0.98e, which demonstrates
increases from 2.34 A in N¢CHsCN), to 3.17 A in C$(CHx- very little electron transfer between the ion and the solvent
CN), clusters. Structural similarities can be attributed to the fact molecules. This provides support for a model potential primarily
that both C% and N& are monovalent cations, giving rise to  based on electrostatics and employing unit point charges for
similar electrostatic interactions with acetonitrile molecules, and the ions. We note from the molecular dipole moments listed in
not surprisingly, electrostatic interactions seem to govern the Table 1 that the CECN polarity increases significantly from
determination of the cluster structure. However, because of theijts gas-phase value when placed in the vicinity of another solvent
larger size and more diffuse positive charge of Obe ion- molecule or an ion. For example, the acetonitrile dipole moment

molecule interactions are weaker. This results not Only in |arger increases by 0.3 Dinthe presence of another solvent molecule
ion—molecule equilibrium distances but also in smaller binding and by 1.0 to 1.5 D in the presence of an ion.

energies for C{CH3;CN), clusters relative to those for NECH3-
CN),. For instance, the CCSD(T)/6-31+G(2df,pd)//MP2/6-
311+G(d) binding energy is 29.5 kcal/mol for NECH3;CN),

D. Parametrization of Model Potentials. The parameters
for our model potential include point chargeg (polarizabilities

while it is only 18.1 kcal/mol for C§CH,CN). If the latter (%), @nd Lennard-Jones terms;( o;). All parameters are
number is in good agreement with the experimental(Cbls- denv_ed on _the basis of _ab Initio data, with th_e exception of
CN) binding enthalpy, in general the MP2/6-31G(d) binding polanzabﬂmeg and are Ils'te.d. in Table 2. As dlgcussed in the
energies seem to deviate from experimental binding enthalpiesPT€Vious section, the ab initio data were obtained for pure-
significantly more for C§(CHaCN), clusters than for N&CH- solyent and |on|.c clusters vyhere the acetonitrile moIecu[e is
CN),. This could be due to a poorer description of the-ion typically constralr_1ed to the |sqlqted molecule geometry, since
solvent interactions due to the ECP treatment of the cesium ion.OUr model potential employs rigid solvent molecules with that
We now turn our attention to small iodidacetonitrile geometry. We did ensure that monomer geometry relaxation
complexes. The optimized geometry of théGH,CN) cluster had very little impact on '[hPT ab _initi_o predict_ions of such _
has the ion in thes,, axis, but obviously on the methyl side of propert!es as cluster _geometrles_, binding energies, an_d_electrlc
acetonitrile3® The strong electrostatic attraction between the Properties. The fractional atomic charges for acetonitrile are
hydrogen atoms of acetonitrile and the ion causes a slight @SSigned on the basis of the MP2/6-313(d) ESP charge
distortion of the G-Cy—H angle (by 2) in the relaxed  distribution, which is obtained by fitting the electrostatic
I-(CHsCN) structure. The all-electron MP2/6-3tG(d) binding ~ Potential over a large grid of point$,while the ions simply
energies for T(CHsCN), with and without BBSE correction, ~ Carry a positive or negative unit charge. Polarizabilities are
bracket the experimental number for the cluster binding en- notoriously difficult to determine accurately with quantum
thalpy, and high-level CSSD(T) calculations seem to perform chemistry, and thus the polarizabilities associated with the ionic
remarkably well. The binding energies obtained with ECPs, with and molecular polarizable sites are taken from gas-phase
and without BSSE correction, also bracket the experimental experimental daté® Finally, the Lennard-Jones parameters
number, but they deviate from the latter more significantly. (ojj,¢jj) are adjuste® to fit the (CHiCN)y, the Na (CH3CN);—»,
Despite the similar size of the ions, the binding energy of the Cs(CH3CN);—», and the T(CH3CN);—, calculated geom-
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TABLE 2: Model Potential Parameters?®

atomic point charges

N C Cwu H Na | Cs
o! —0.49 0.48 —0.56 0.19 1.00 —1.00 1.00
molecular and ionic polarizabilities
CH:CN Na" - Cs'
o 45 0.2 5.3 3.1
solvent-solvent Lennard-Jones parameters
N—N C-N H-N c-C H-C H—H
€ij 50 30 50 3 40 40
Oij 3.50 3.60 2.70 3.80 2.80 1.90
ion—solvent Lennard-Jones parameters
Na"—N Na"—C Naf—H Cs"™—N Cs'—C Cs'—H I=-N I--C I=-H
€ij 50 500 50 800 750 700 40 857 34
0ij 3.00 3.40 2.30 3.20 4.30 3.30 4.52 3.20 3.95
aPoint chargesd) in fractions of e, polarizabilitiesof) in A3, Lennard-Jones parametegsin cal/mol ando;; in A.
TABLE 3: Properties of Small Clusters Predicted by the TABLE 4: Stepwise Binding Enthalpies AHp -1
Model Potential n -
Na*(CHsCN), CsH(CHsCN), I-(CHsCN),
Rec Rutf Reatorn  Roow  DI™C scppend n calcd® expt’ calcd® expt® calcd®  exptd
Na"(CHsCN), 2 25.2 24.4 16.9 16.7 8.9 104
Na*(CHsCN) 2.30 293 5.6 3 20.1 20.6 14.7 14.3 7.7 9.2
Na*(CHsCN), 2.33 259 54 4 15.3 14.9 12.4 121 6.5 7.8
Na*(CHsCN); 2.35 20.7 5.2 5 11.4 12.7 9.6 10.9 6.2 7.1
o+
Na"(CHCN). 2.38 162 4.9 a Stepwise binding enthalpies obtained from room-temperature Monte
Cs(CHiCN), Carlo simulations? Taken from ref 96¢ Taken from ref 819 Taken
CsH(CH4CN), 3.17 164 4.9
Cs"(CHCN)s 3.19 144 48 its gas-phase value when placed in the vicinity of another solvent
B I7(CH:CN)» molecule or an ion, as discussed earlier. For example, the
I"(CH:CN) 3.68 105 47 acetonitrile dipole moment increases by 0.4 D in the presence
I7(CHsCN), Cs, 3.65/8.83 53 4.9/4.3 f th lvent molecul dbv 1010 1.7 Din th
I-(CHsCNY, C; 361 86 4.7 of another solvent molecule and by 1.0 to 1. in the presence
I7(CHsCN), Cy, 3.73 9.7 46 of an ion.

a|nternuclear distances in R.Distance between the nitrogen atom
of a molecule and the hydrogen in the symmetry plane of the other
molecule in A.cStepwise binding energy in kcal/méiMolecular
dipole moment of acetonitrile in D.

etries and binding energi@sAttention is also paid to the dipole
moments of acetonitrile in clusters, which primarily depend on
the cluster geometry. The fitting procedure was performed with
a nonlinear least squares program based on the Marguardt
Levenberg algorithn?

Inspection of Table 3 shows that structural properties for
(CH3CN)2, Na*(CH3CN)1—4, C§(CH3CN)1—3, and r(CchN)
determined with our model potentials agree well with their ab

IIl. Results and Discussion

A. Thermodynamic Properties. The stepwise binding en-
thalpies obtained from room-temperature Monte Carlo simula-
tions are listed in Table 4. Comparison with the experimental
stepwise binding enthalpies for small clusters suggests that our
model potentials are adequate for describing many-body interac-
tions in the larger clusters. The largest deviations of the stepwise
binding enthalpy are 1.3, 1.3, and 0.9 kcal/mol for{@Hs-
CN)p, CsH(CH3CN),, and F(CH3CN), clusters, respectively. To
our knowledge, the N§CH3CN) binding enthalpy has not been
measured experimentally, and the results of our simulations
suggest that we can predict this number to be 29 kcal/mol with

initio counterparts. For instance, bond lengths are reproducedsome degree of confidence.

within 3% for all clusters. This is an indication of the reliability
of the model potential for reproducing cluster geometries. Not

The calculated binding enthalpies are displayed as a function
of cluster size in Figure 2. One might expect the stepwise

surprisingly, energetic properties such as stepwise binding binding enthalpy to reach a plateau converging to the liquid-
energies are less accurately reproduced with simple modelphase enthalpy of vaporization. This can be illustrated in the

potentials, when compared to the ab initio data, and the

difference between the two increases with cluster size. However,

the model binding energies are still within2 kcal/mol of the

top panel of Figure 2, where the reduced binding enthalpies,
i.e., the binding enthalpies per solvent moleciEl/n, are
shown as a function of cluster size The reduced binding

guantum chemistry values, which may be the error bar that oneenthalpy is closely related to the average amount of heat

can assign to the ab initio results in the first place. Finally, the

CH3CN dipole moments seem to be reproduced almost quan-

titatively with the simple induction model of our potential. This
model is, to our knowledge, the first one to successfully
reproduce a significant increase of the £ polarity from

necessary to vaporize one acetonitrile molecule from the cluster.
We note that all curves seem to converge to the liquid-phase
acetonitrile heat of vaporizatiofyHyap = 7.9 kcal/mol®? For
example, the deviations observed are respectively 2.0, 1.7, and
2.7 kcal/mol for Nd(CHsCN)zs, Cs"(CH3CN)zs, and
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Figure 2. Binding enthalpie2\H, from room-temperature Monte Carlo 7";‘ : L
simulations for Na(CHsCN), [diamonds], C§(CH:CN), [squares], and »F‘ P b _ f
I7(CHsCN), [circles] as a function of cluster size. The top panel displays k O-O—Qf‘ {‘F 4 N.\ 1
reduced binding enthalpiesHq/n. The dashed line in the bottom panel = _\r' o
is the acetonitrile experimental heat of vaporization. i‘,.... o~ 1—

I"(CHLCN)ss clusters, respectively. Moreover, the reduced Figure 3. Representative structures of room-temperature(Slels-

binding enthalpies are smaller than the experimental heat of cn) s/ (CH,CN),, and I(CH:CN), clusters p = 12 and 36] obtained
vaporization at medium cluster size suchnas 36. This can  from Monte Carlo simulations employing model potentials.

be attributed either to the limits of our model potentials or to
cluster edge effects. The calculation of the actual heat of shell structure. As we shall see shortly, binding enthalpies are
vaporization of bulk acetonitrile predicted by our model closely related to the structure of ionic clusters. Accordingly,
potentials is left for future worR® and it is unclear at this stage ~ we now turn our attention to the structural properties of the
whether our model potentials will produce a heat of vaporization clusters.
in quantitative agreement with experiment. However, cluster  B. Structural Properties. Figure 3 shows some representative
edge effects may provide a more likely explanation. On the structures of N&CH3CN),, Cs"(CH3CN),, and F(CH3CN),
surface of ionic clusters, there is a deficiency of acetonitrile clusters obtained from room-temperature simulations, for cluster
molecules relative to the bulk liquid situation, which results in sizesn = 12 and 36. The coordination of acetonitrile to ions is
less solvation energy for the surface solvent molecules and leadshaturally via the nitrogen for cations and the methyl hydrogens
to an underestimation of the reduced binding enthalpy. Thesefor iodide, and the corresponding cluster radial probability
findings, as well as the very slow convergence of binding distributions are shown in Figures 4 and 5. As can be seen
enthalpies to their bulk counterpart with cluster size, are immediately from Figure 3, the NaCs", and I” ions all appear
consistent with earlier predictions of the liquid drop motfel.  to reside inside the solvent cluster. This interior solvation is a
Finally, the bottom panel of Figure 2 illustrates the fact that result of the stabilization gained by fully solvating the ion, which
stepwise binding enthalpies (i.e., the slopes of the curves in theseems to overcome the loss of free energy associated with
bottom panel of Figure 2) decrease with increasing cluster size.disrupting the solvent structuf.In other words, the ion
As the number of acetonitrile molecules increases, the relative solvent interactions seem to prevail over solvestlvent
importance of the stronger ieracetonitrile interactions becomes  interactions in determining the structure of ionic acetonitrile
less significant. Moreover, the decrease observed for smallerclusters.
ions is faster than that for larger ones, which may reflect the Inspection of Figure 4 reveals that both N&H;CN), and
ability of smaller ions to complete solvation shells more rapidly. Cs"(CHsCN), clusters exhibit a very clear solvation shell
As a matter of fact, we observe two clearly distinct regimes for structure, identified by sharp, distinct peaks in the probability
cation—acetonitrile clusters that we can actually relate to the distributions. The size of the first coordination sphere of
cluster structural properties: binding enthalpies first increase Nat(CHsCN), clusters is ca. 6, which happens to be the same
very fast up tan = 6 for Na"(CH3CN), andn = 7 for Cs"(CHs- as that computed for the liquid phase with another model
CN), clusters, corresponding to strong teacetonitrile interac- potential®® We note that, even though the model potentials
tions for the molecules close to the ion; then the binding enthalpy employed are differerf€ it is not uncommon to find similar
increase seems to slow considerably, because of weakercoordination numbers for the first solvation shell of ions in both
contributions from solvent molecules further away from the ion. cluster and liquid simulation$:'” Since C¢ is a larger and
Similar features can be found for(CH3CN), clusters, but they more diffuse positive ion than Nathe lower binding energy
are not as pronounced because of a less well-defined solvatiorand larger ior-acetonitrile equilibrium distance result in cesium
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Figure 4. Structural properties of NdCHsCN), [top panel] and C§CH3sCN), [bottom panel] obtained from Monte Carlo simulations. Solid

curves are radial probability distribution functioRér), while dashed curves are the distance-dependent coordination niNnbdr), i.e., the
integral of P(r).
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Figure 5. Structural properties of [CH3;CN), clusters obtained from Monte Carlo simulations. The top panel shows the ion to hydrogen distance
P—u(r) probability distribution, and the bottom panel the ion to methyl carbon distBneg(r) probability distribution. Solid curves are radial
probability distribution function®(r), while dashed curves are the distance-dependent coordination nilghgr), i.e., the integral oP(r).

cluster structural properties with broadened peaks in the size of the first coordination sphere for @€H;CN), clusters
probability distributions relative to those for sodium clusters. increases to 7, compared to that ofi{@HsCN), clusters.
Because of the larger ieracetonitrile equilibrium distance in In cationic clusters, the high dipole moment of acetonitrile
Cs"(CH3CN),, solvent steric effects are less significant and the is fully effective toward solvation of the cations via strong



1548 J. Phys. Chem. A, Vol. 107, No. 10, 2003 Nguyen and Peslherbe

interactions of the metal with the charge concentrated negative 100 +
nitrogen. On the other hand, because of weaker arsotvent [
interactions, via the diffuse charge distribution spread over the 80 {
hydrogens of acetonitrile, very broad radial probability distribu- C
tions are observed for (CHsCN), clusters in Figure 5. The T 60
spacing between the first two peaks in the-itnydrogenPy_(r) 3 C
- A . & r /\

probability distributions roughly correspond to the distance o 40 NN
between two hydrogens in acetonitrile. Interestingly enough, C / e \
the solvation shell structure is not immediately evident from 20 { / \\_\
the Py—(r) probability distributions. However, when one plots E / \
the ion—methyl carborP,—cm(r) probability distributions (bot- 0 ¥« N -
tom panel of Figure 5), it becomes evident thaGH;CN), 100
clusters adopt an interior solvation shell structure. The peaks [
in the Py (r) probability distributions in fact correspond to 80 f
averages over three possible acetonitrile hydrogens interacting -
with the ion. Whenever one hydrogen is directly coordinated =~ &0 s ~ 5
to the ion, the other two are likely to be further away from the = C / \\
ion. As a result of averaging over all hydrogeindide distances, 4 L \ ]

: . SO o~ 40 -
multiple peaks appear in th&_(r) probability distribution even r | \\ o~ 1
though the clusters have a clearly defined shell structure. The 2 F /’ \\ ]
marked differences observed in the solvation of positive and r ) AN 1
negative ions are a direct consequence of the nature of the charge L Pl TN
distribution of the dipolar solvent molecule. The results for 00_0 02 04 08 0.8 10
iodide—acetonitrile clusters are also in contrast with results with p

cm

other solvents such as water, where only one hydrogen per
solvent molecule would point toward the ion and the first Figure 6. Probability distributions of the scaled iersolvent center-
solvation shell would be represented by a single peak in the of-mass dis_tancels’cm (see text) for ior-acetonitrile clusters (splid
ion—hydrogen radial probability distribution. Accordingly, we curve) and ior-water clusters (dashed curve). The top panel displays

now turn our attention to a comparison between-ianetonitrile results for Na(CHsCN) and Nal(HO)», and the bottom panel those
; for 1-(CHsCN), and I (H.O),.
and ion-water clusters.

C. Comparison with Aqueous Clusters.Inspection of the is not spherically symmetric around the ion, the solvent center
iodide—acetonitrile cluster radial probability distributions shows of mass is displaced from the ion and the angular distribution
that, unlike water, solvent molecules in large acetonitrile clusters differs significantly from a sir9 function.
are not clearly structured at room temperature. In general, the Again because of the very different solvent molecular size,
weak bonding of the solvent molecules and the dipalipole ionic clusters of the same sizewill have different physical
nature of the solventsolvent interactions produce solvent sizes. For example, NéH,0),0 and I(H,O)z clusters have
clusters where orientation of any given molecule is correlated an approximate radius of 5 A, while their acetonitrile counter-
only with those of its immediate neighbors, a finding that was parts have a radius of 9 A. For this reason, and for purpose of
observed in high-pressure mass spectroscopy studies of pureomparison between various solvents, we decided to focus on

clusters’®720n the other hand, it is well-known that the water
network is well organized in clusters such as*{&0), and
I~(H20), because of relatively strong hydrogen-bonding interac-
tions between water molecul&sAnother major difference

between acetonitrile and water is the solvent molecular size,

which causes a significant increase in the -tomolecule

the distributions of ior-solvent center-of-mass distances relative
to the cluster radiusr{,). Shown in Figure 6 are such
distributions for sodium and iodide ions in water and acetonitrile
clusters. It is immediately evident that N&€HsCN), and Na-
(H20), clusters have very simildnterior solvation structures,
while those of T(CHsCN), and I"(H;O), clusters differ

distances in clusters and results in much weaker interactionssignificantly, i.e., I(CHsCN), have interior structures and
between the ions and more distant solvent molecules, in thel~(H20), have surface structures. Further support for this fact

second solvation shell for example.

In both Na"(CHsCN), and Na&(H,0), clusters, the strong
sodium-solvent interactions overcome solveisblvent interac-
tions, and the ion is thus located inside the solvent cluster.
Despite the difference in the solvent molecular size, both
Na*(CH3CN), and Na(H20), clusters have a first solvation
shell coordination number of &.The ion also tends to reside
in the interior of the solvent cluster for (CHzCN),, in sharp
contrast with the situation of (H20), clusters, where the ion
solvent interactions are not strong enough to allow the ion to

is provided by the distributions of the anglebetween solvent
molecules, the ion and the solvent center of mass shown in
Figure 7. While there is a clear deficiency of water molecules
on the ion side directly opposite the solvent center of mass,
indicative of surface solvation, the angular distribution for
acetonitrile clusters is fairly isotropic. This, again, illustrates
the importance of the polar nature of the solvent, where strong
ion—dipole interactions with acetonitrile(¢n,cn = 3.92 D vs
un,0 = 1.85 D) combined with the absence of strong solvent
solvent interactions (such as hydrogen bonding in water) favor

disrupt the water network and, consequently, the ion tends to the interior solvation of ions at the expense of disrupting the
remain at the surface of the cluster up to relatively large cluster Slvent network.

sizest®4L.95 This feature is very well illustrated by the large
ion—solvent center-of-mass.(, distances and the nonuniform
distributions of the anglé between solvent molecules, the ion
and the solvent center of mass observed fqiHbO), clus-
ters25:950Obviously, when the distribution of solvent molecules

IV. Concluding Remarks

We have investigated the structural and thermodynamic
properties of N&(CHsCN),, Cs"(CHsCN),, and F(CHsCN),
clusters by means of room-temperature Monte Carlo simulations.
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0.30 + y of Cs"(CH3CN), clusters, accompanied by an increase of the
: ] first-shell coordination number to 7. Im(CHsCN), clusters,

025 1 { we still observe interior solvation, even though the peaks in
020 1 o~ 1 the pro_b{ibility distributions appear br(_)ader than for catior_l
T / Z ] acetonitrile clusters, and the coordination number for the first

2 015 / N 1 solvation shell equals 9. The interior solvation ofCH;CN),
ro/ RN ] clusters is in sharp contrast to the surface solvatiorn @140),
o101 / \\ I clusters, where the “hydrophobic” iodide tends to sit at the
: N ] surface of the water network, because-isiolvent interactions
0051 \\\ { are not strong enough to disrupt the stable solvent network. The
000 ’ Y situation is obviously much different for acetonitrile, and this
may result in very different structural and thermodynamic
0.30 + properties of Nal(CHCN), clusters, which in turn may explain
025 & /7N why some aspects of their photodissociation dynamics seem to
- / \\ differ significantly from that of Nal(HO), clusters?’
0.20 { /
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